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Abstract

In recent years, the popularity of Augmented Reality (AR)
has increased considerably across the consumer market.
One of the trending usage areas of AR is collaboration.
Despite the comprehensive work on AR collaboration,
possible effects of using different device types during
collaboration, such as tablets and smart glasses, are only
barely explored. During this thesis, a user study was de-
signed to investigate the effects of device types during
real-time, face to face AR collaboration on performance,
group coordination and referenced object types. An AR
application is implemented for HoloLens and iPad to use
during the user study. Results indicate that the device
type does not have a significant effect on performance
but collaborators use more hand gestures and spatial ex-
pressions with the HoloLens. Furthermore, participants
refer to virtual objects extensively, compared to physical
objects. Finally, users prefer using combinations of the
same devices rather than a mixture of them.
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Chapter 1

Introduction

Augmented Reality (AR) is a technology which aims to blend virtual content
with the real environment seamlessly. With AR, virtual elements are added
over the real world. For instance, a user might walk through a museum and
see related information like text, videos and animations over the exhibited
items while being followed by a 3D animated tour guide. AR offers a vast
amount of potential use, both in business and entertainment. On the other
hand, any AR system designed for everyday usage should be not only cost
effective, but also mobile and comfortable enough to use for long duration.
Due to the requirement of high computational power and cost of the display
and tracking devices, the consumer market did not have any serious interest
on AR for a long time. However in recent years, the popularity of AR has
increased considerably thanks to improvements in mobile processors, sensors
and tracking algorithms.

Today, there are many AR devices and software frameworks on the consumer
market from various companies like Microsoft, Google, Vuforia and Apple. But
this variety comes at a price, because none of the used technologies are stan-
dardized yet and all of these solutions have minor and major differences. The
most obvious and drastic changes are between tablets and smart glasses. Tablets
display virtual objects with a handheld device and get input via touch screen.
On the other hand, smart glasses use head-mounted displays (HMD) and use
separate touch-pad or hand gestures for input. Inevitably, these changes are
also reflected in the developed AR applications and user experience; meaning
that even the same application viewed through different devices might change
the user experience vastly.

Real-time collaboration is one of the most anticipated areas of AR. It is not
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only interesting for leisure, like multiplayer gaming, but also promising for
the industry, like remote maintenance. There are already extensive amounts
of academical work in this area, and consumer products are catching up as
well. Microsoft is already promoting HoloLens with emphasis on real-time
collaboration capabilities and providing all the necessary software frameworks
for developers.

Figure 1.1: Example view of an AR collaboration app developed during this
thesis. Users see the same virtual objects while using different devices.

At this point, several questions arise. What would happen if different collabo-
rators use different devices? Would this affect their performance? How would
their communication be affected? Would the physical environment or virtual
objects be dominant in their conversation? These questions are important for
any collaborative AR application that aims to provide the best user experience
to their users without compromising the performance. However, effects of the
different devices on collaboration have barely been explored and there are gaps
in the literature. Therefore, the main aim of this thesis is to be able to answer
these, and more of such, questions.

First of all, chapter [2] gives general information about AR technologies, con-
sumer products and Unity Editor and game engine. The related work is pre-
sented in chapter 8] In chapter [} the main objectives of this thesis and its
research questions are formulated and discussed. Chapter [§lists the require-
ments for the user study based on the research questions and explains the
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design process of the main study concept. Implementation of the collaborative
application, encountered problems and their solutions are discussed in chapter
6} In chapter [/ process and results of the evaluation are discussed. Finally, this
thesis is concluded in chapter[§}






Chapter 2
Theoretical Background

This chapter provides a basic understanding about main concepts, technologies
and terminology related to this thesis. Section [2.1| describes the concept of
Augmented Reality (AR), the variety of technologies available to realize it and
commercially available products. Section 2.2)focuses on the Unity game engine
and its relation with AR and real-time collaboration.

2.1 Augmented Reality

AR is a technology which aims to blend virtual content with the real environ-
ment seamlessly. In his widely accepted definition, Azuma [|1]] specified three
main characteristics of AR systems:

e Combine real and virtual
e Interactive in real time
e Registered in 3D

According to both Billinghurst and Schmalstieg, these characteristics define not
only an AR system, but also the technical requirements for such a system. An
AR system should have a display that combines the real and virtual context, be
able to respond to user commands in real time and track user position to keep
virtual context fixed in the real world. Furthermore, this definition does not
limit any of these requirements with specific technologies and rather flexible on
implementation aspect [2J]l. A general overview of the AR technologies are

displayed on Figure
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Figure 2.1: Overview of AR technologies.

2.1.1 Display Technologies

AR and visual displays are often thought of together, but as explained in the
previous section, Azuma’s definition does not specify the technology, hence
other display types, such as audio [4], haptics [[5] and even olfactory [[f] or
gustatory [[/] can also be used. However, majority of the work in this area
mainly focuses on the visual displays.

Visual displays are used to merge computer generated images with the real
world and according to Billinghurst et al. can be categorized based on how they
are placed between user’s eyes and the real world [2]:

e Head-attached: Display is attached to user’s head and there is nothing
else between the display and the eyes. Can vary in size from size of a
regular glass to a helmet. Ensures no other object comes between the view
and eye, and leaves both hands of the user free.

e Handheld and body-attached: Display is either carried by the user or
attached to the body. More socially accepted than head-attached displays
and considered to be mobile and personal while still shareable.

e Spatial: Usually installed at a fixed location, very suitable as a public
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display for multiple users.

2.1.2 Input Technologies

Like display technologies, interaction methods and techniques in AR also have
huge variety. They highly depend on the application context and the use cases
and can be categorized into six groups [2]].

AR information browsers displays information that is tied into the physical
world. Users can simply move to see the information and simple actions like
tiltering the information can be achieved with traditional input devices like
keyboard, mouse, touch pad or touch screen. For instance, in the AR part of the
Building Information Modeling issue tracking system of Biger, 2D interactions
are enough for all functions and solely touch screen of the Google Tango tablet
is used for the input [§].

Over the years, many 3D interaction techniques for desktop and Virtual Reality
(VR), such as 3D mouse, 6DoF joysticks or spaceballs have been developed,
and they can easily be adopted to AR. With these controllers, users can select
and manipulate virtual objects. For instance, Butz et al. used "3D pointing
devices that combine a tracker target and two buttons to control a 3D arrow" to
manipulate virtual objects [9].

In systems that use tangible user interfaces, a physical object represents a
virtual one, and users can manipulate the virtual object via the physical one.
For instance, Regenbrecht et al. used a plate-shaped device for displaying 3D
objects which users can rotate by rotating the plate [[I0].

User’s body motions and gestures can also be tracked and used as the main
input source. Tracking might be done either with wearable sensors or image
processing. For instance Lee and Hollerer created a system where users can
directly interact with objects using hand gestures [[1T]].

Naturally, different modalities can be used together. Most common combina-
tion is speech and gesture. For instance, Lee et al. compared speech-gesture
combination with only gesture input systems, and found out combination is
actually more usable and satisfying for the users [I2].

In addition to these, some of the interaction methods are either too specific to
use apart from their specific use case (e.g. whistling [[13]) or still in early stages
of the research (e.g. brain computer interfaces [[14]).

It is also worth noting that display and input technologies are highly related
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from a user experience aspect, for example a tangible input device that requires
both hands to operate could not be used if the display is handheld.

2.1.3 Tracking Technologies

To keep virtual context fixed in the real world, any AR system is required
to track positions of users and all the related objects such as input devices
and displays, and update the context based on the changes. In the following
sections, some of the tracking methods are discussed.

Optical Tracking

Optical tracking methods use camera images to calculate position of the camera
or other objects of interest. This is especially convenient for systems that render
virtual objects in front of the video image since the camera sensor is already
present inside the system.

Depending on the use case, it is very popular to detect and track image markers
or objects. In these methods, outstanding and unique features of the marker or
the object are pre-detected, and features of candidate images that captured by
the camera are compared with these to detect the marker or object.

Both marker and model tracking require some pre-trained data to begin with,
which also might not be suitable for the use case. In these situations Simultane-
ous location and mapping (SLAM) tracking is used [15]. In a nutshell, SLAM
algorithms first find features in the first captured frame of a video and track
these features while continuously updating the tracked feature list with new
captured frames. Afterwards, they calculate the relative camera position to the
starting point based on the changes between frames.

In addition to regular optical cameras, sensors that are capable of detecting 3D
depth of the environment have also become popular in recent years, especially
after the release of Microsoft Kinectﬂ By using infrared camera and projectors,
these sensors create the depth map of the captured image, which is used to
calculate position of the camera or the tracked objects [[16][I7].

Sensor Based Tracking

Besides optical sensors, other types of sensors can also be used for tracking.

"https://developer.microsoft.com/en-us/windows/kinect]
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Multiple studies utilized Global Positioning System (GPS) for position tracking
[I8H2T]l, but since GPS has accuracy limitations and can not provide rotational
tracking, it was often used complementary to other tracking methods or when
exact position had no critical importance.

Inertial Measurement Unit (IMU) sensors like accelerometers, gyroscopes and
magnetometers can be used to track relative position of an object. Foxlin et
al. lists several advantages of inertial sensors such as lack of range limitations,
line-of-sight requirements and interference from any interference sources. They
also can be as fast as required and have very low latency. On the other hand
any noise or sensor bias easily cause gradual drift on their output, therefore
like GPS sensors, IMU sensors are also used with other techniques [22].

Some of the earlier systems also used magnetic tracking [23].

Hybrid Tracking

To increase accuracy of the tracking, data from multiple sensors can be com-
bined. These methods, also sometimes called "sensor fusion", are often used
when sensor based tracking methods are not entirely reliable; e.g IMU sensors
are clearly more error prone inside a moving vehicle.

Developments in mobile devices also created new approaches in hybrid meth-
ods. Not only do these devices usually have IMU and camera sensors together,
but also have wireless communication capabilities. For instance, Yii et al. pre-
sented a system where smartphones send extracted features from the current
camera image to a server, which compares these with the data collected by a
stationary Microsoft Kinect [24].

2.1.4 Commercial Products

In recent years, popularity of AR has increased considerably in consumer
market since technologies explained in previous sections are feasible with the
current state of the art mobile processing units and sensors, some of which are
already shipped with majority of smartphones and tablets.

Since many companies have not only different views of AR, but also differ-
ent specialties and budgets, consumer products also show great variety in
all aspects. For instance while Microsoft HoloLens generates tracking data
internally with specialized sensors and serves it to the applications, Epson
Moverio series smart glasses purely rely on third party libraries like Vuforia
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for tracking. Comparison of some of the commercial AR products based on
Azuma’s characteristics can be seen at Table

Device Type Display Input Tracking
Vuforia Software Depends on | Depends on | Marker and
the device the device 3D model
tracking,
SLAM, IMU
ARKit Software Handheld Touch screen | SLAM with
display IMU
ARCore Software Handheld Touch screen | SLAM with
display IMU
Google Hardware Handheld Touch screen | SLAM
Tango display (depth
camera) with
IMU
Epson Hardware HMD Touch pad None,
Moverio possible with
BT-300 Vuforia
Microsoft Hardware HMD Hand SLAM
HoloLens gestures, (depth
Voice camera) with
IMU

Table 2.1: Comparison of some commercial AR products

The rest of this section discusses several AR solutions that are related to this
thesis.

Tango platform and ARCore

Project TangoEl is an AR platform developed by Google. It utilizes an IR pro-
jector, regular and RGB-IR cameras, as well as IMU sensors to create depth
map of the environment and track the position of the device in the real world.
Applications can get depth map by using Tango SDK.

After the initial development versions of a phone and a tablet, Google partnered

Jhttps://en.wikipedia.org/wiki/Tango_(platform)|
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with other companies to release commercial products, and Lenovo Phab 2 Proﬁ
and Asus Zenfone ARFwere launched to customer market in 2016 and 2017.

Alongside with Tango, Google also developed ARCore. ARCore is a software
framework for Android devices that can track device position and detect hor-
izontal surfaces by using a SLAM algorithm which utilizes the camera and
the IMU sensors of the smart phone. It can also estimate the environment’s
current lighting conditions, which allows developers to create more immersive
applications. At the time of writing this thesis, ARCore only runs in handful of
selected Android devicesFl

Google deprecated Tango platform in favor of ARCore on March 1st 2018.

ARKit

ARKit is developed by Apple for iOS devices. Like ARCore, it also tracks the
device position and lightning conditions in the environment. As of version
1.5, it can detect horizontal and vertical surfaces as well as image markers. In
addition to these, it can also use the front cameras of iPhone X to track "position,
topology, and expression of the user’s face" H

Vuforia SDK

Vuforia is one of the most popular tracking libraries for Augmented Reality. It
supports detection and tracking of markers, custom images, custom 3D objects
and also horizontal surfaces. One of the main reasons behind Vuforia’s pop-
ularity is device support, Vuforia supports "the vast majority of smartphones
and tablets running on Android, iOS and Windows 10" and also popular smart
glasses such as Microsoft HoloLens, Epson Moverio BT300 and Vuzix M300 ﬂ

Moreover, Vuforia provides a wrapper around device tracking and horizontal
surface detecting capabilities of ARKit and ARCore. This allows developers to
use most optimized framework for the device with only using Vuforia.

Jhttps://www3.lenovo.com/us/en/smart-devices/-lenovo-smartphones/ |
|phab—series/Lenovo—5hab—2—5ro/p/wM50000022q
Thttps://www.asus.com/Phone/ZenFone-AR-ZS571KL]
Jhttps://developers.google.com/ar]
9https://developer.apple.com/arkit]
https://www.vuforia.com/devices.html]|
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HoloLens

HoloLens smart glasses is an all-in-one AR solution from Microsoft.

Unlike some of the AR devices that outsource heavy processing to other stronger
device, HoloLens is an independent and standalone computer that uses Intel
Cherry Trail system on a chip (SOC) containing the Central Processing Unit
(CPU) and Graphics Processing Unit (GPU). It features see-through lenses as
displays and can automatically calibrate the distance of the pupils to focus
content on the display.

HoloLens uses IMU sensors, four environment understanding cameras and a
depth camera for tracking. It also includes light ambient sensor for detecting
current lighting conditions and four microphones for speech recognition. Data
from these sensors are processed at a custom-built Microsoft Holographic
Processing Unit (HPU) |

Besides the environment, HoloLens also tracks users hands and uses hand
gestures as the main input source in addition to speech. A tracker can also be
used instead of hands.

Microsoft provides APIs to developers for accessing spatial mapping, tracking
information and user input ﬂ

2.2 Unity Editor and Game Engine

Unity, developed by Unity Technologies, is a cross-platform development plat-
form for 2D, 3D, VR and AR games and applications. It consists of state of the
art graphics and physics engines as well as user friendly editor. It decreases de-
velopment time vastly by providing easy to use features for rendering, physics
and scripting

Initially announced only for Apple’s OS X operating system, Unity has since
been extended to target over 25 platforms, including Android, iOS and Uni-
versal Windows Platform El Moreover either directly working with Unity
Technologies or indirectly by creating Unity compatible hardware and frame-
works, cross-platform support is improved and strengthen by many different
companies like Apple, Microsoft and Google. Thanks to this, developers can

https://developer.microsoft.com/en-us/windows/mixed-reality|
https://github.com/Microsoft/MixedRealityToolkit-Unityl|
https://unity3d.com|
UWhttps://unity3d.com/unity/features/multiplatform

s
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bring their games and applications to other platforms with relatively small
changes. For instance, an AR game for Microsoft HoloLens can be ported to
Google Tango platform by changing only the code specific to device features
such as input handling or spatial mapping, instead of writing the app from
scratch.

2.2.1 Augmented Reality and Unity

In practice, AR applications are based on the Azuma’s characteristics that were
explained in section 2.1} Therefore any application whether a simple game or
a complex business solution, must render 3D graphics, handle user input and
track positions of virtual objects and the user. Besides these, depending on the
use case, application might also need some physics simulation to achieve more
realistic user experience. And on the top of these, application logic itself should
be built.

Unity has many features that simplify these steps and help developers to focus
on the application itself instead of low level technical details.

e 3D Rendering: Instead of creating a graphics rendering code by using
low-level libraries such as OpenGL, Direct3D or Metal, developers can
manage displayed objects by using Unity Editor interface. Displaying an
object or changing texture of a 3D model is often only a single drag and
drop action.

e User Input: Unity engine has built-in event system and supports inputs
from keyboards, mouses, game controllers and touchscreens. Moreover
devices that feature any other input method can utilize the event system
to add input support, like HoloLens with hand gestures |T_Zl

e Tracking: While tracking heavily depends on the device hardware, pro-
vided frameworks by commercial products often support Unity and gen-
erate data compatible with Unity’s coordinate system. Furthermore, both
ARCore and ARKit have complete support for the Unity and Vuforia is
officially included inside the Unity since October 2017.

e Physics Simulation: Physics bodies can be added to objects via Unity
Editor and events like collisions can be listened by custom scripts without
programming the physics calculations separately.

Moreover, fragmentation on the AR market explained in sectionputs Unity

2https://github.com/Microsoft/MixedRealityToolkit-Unity|
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in a unique position; Unity can deploy applications to most of the devices on the
market, and without Unity, developers should either develop their own engine
or build separate applications for each platform by using different engines,
which are neither trivial nor cheap.

2.2.2 Real-time Collaboration and Unity

Real-time collaboration requires consistent network connection between partic-
ipants to keep workspaces of participants seamlessly synchronized. From the
technical aspect, this is analogous with multiplayer gaming, where the game
world is synchronized between different players.

Over the years multiple high-level real-time communication frameworks are
developed for Unity to create multiplayer games, either by Unity Technology
El or third-party companies like Exit Games El These high-level frameworks
allow configuring network parameters inside the Unity Editor, and hide low-
level details like object serialization (i.e. converting an object to byte stream or
creating an object from the received byte stream) from developers. Moreover, it
is also possible to handle synchronization by totally custom code with using
either transport layer APIs included in Unity engine or libraries provided by
the programming language and target operating system.

Throughout this chapter, AR technologies and some of the consumer products
were discussed. Any AR system must display 3D objects, get user input and
track the positions of the user or the displaying device to keep the virtual objects
in the correct location. Each of these functions can be realized by using different
technologies, which often cause different user experiences. There are many off
the shelf AR solutions, but as a result of the technological variety, consumer
products also differ in many ways. From a developer’s point of view, Unity
Engine is very convenient for supporting as many different devices as possible.
While this chapter provided a theoretical background, the following chapter
presents the related work about the collaborative AR and identifies the gaps in
the current literature.

=

https://docs.unity3d.com/Manual/UNetOverview.html
https://www.photonengine. con
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Chapter 3

Related Work

In this chapter, state of the art collaborative Augmented Reality (AR) is pre-
sented. First section gives a general overview of these works, while the follow-
ing sections provide details of the most related studies for this thesis.

3.1 General Overview

As early as mid-1990s, three pioneer studies focused on realizing collaboration
in AR. Ahlers et al. implemented a collaborative design application using video
recorders and desktop computers where users can place virtual furniture in the
scene [25]. Rekimoto created a system called “Transvision”, where users can
see virtual objects via handheld displays and interact with them using buttons
on the display [26]. The most comprehensive study started around this time is
“Studierstube”, where users can see 3D scientific data over the real world via
head-mounted displays (HMDs) and projectors and manipulate the data using
a two-handed pen and pad interface [27-29].

Several studies investigated collaborative AR in different contexts such as,
scientific visualizations [30]], education [BI], museums [B2}[B3]], archaeology

[B4]], design [BY], design error detection [B6]], construction [37,[8] remote
guidance [BIY[AQ], security and law enforcement [41}[42]], emergency situations

[#3], navigation and over real-world annotation [[19}[A4-4€].

Benefits of AR collaboration are documented in multiple studies. It does not
require extra cognitive load [B5]|, requires low mental work and can lead to
faster task completion [@@, is superior to Virtual Reality (VR) while sharing
work spaces [4§], is better than a PC while viewing and manipulating 3D
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Figure 3.1: Left: System implemented by Ahlers et al. . Middle:
Studierstube [29]. Right: Transvision [26].

Y

data and is preferred or glorified by the users [49[p0]l. On the other hand,
Billinghurst et al. compared variations of face-to-face and remote settings with
using AR and VR and found out users had the best performance when they can
see each others avatars in VR [B0].

Majority of research utilizes unique interaction techniques. Schmalstieg et
al. and Reitmayr et al. used pen and touchpad as user input devices [27]
51f]. Regenbrecht et al., Broll et al. and Regenbrecht and Wagner created
collaborative AR systems with HMDs that use different tangible devices for
user interactions [I0}52}[p3]. Huynh et al. demonstrated an AR board game
with tangibles for handheld devices [54]. Bauer et al. introduced a system,
where remote expert can control a pointer that is connected to local user’s
HMD with a mouse [[49]]. Dong et al. developed a system where users can
see models and animations through an HMD and interact with them using a
mouse [B5]]. Butz et al. used optically tracked handheld pointer [9]]. Multiple
studies with handheld devices handled input with physical buttons of the
device [26|[32B3|p€]l. Several others featured hand tracking and hand gestures

[17B9AIB7B8]-

Just a handful of the studies allowed collaboration between different device
types. “Studierstube” was capable of displaying data both on HMDs and
projected displays [29]. Datcu et al. used PCs and HMDs simultaneously
during their different projects [A2JF7)59]. Butz et al. and Benko et al. introduced
systems, where users can see and interact with 3D objects through HMDs and
use handheld or tabletop devices for other related 2D tasks, such as changing
the status of an object [9}B4]. In outdoor navigation guidance research of
Hollerer et al., handheld devices are used for displaying maps, while users
also wear HMDs [[I9]. Similarly, in "The Final TimeWarp" location-aware
collaborative mobile AR game, Blum et al. used two tablets one of which is
used for navigation with a map and the other displayed 3D virtual elements [(60].
In “Implementation of god-like interaction techniques”, Stafford et al. tested
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Figure 3.2: Left: Outdoor navigation guidance research of Hollerer et al. .
Right: A hand model in real world from Stafford et al’s study [[61].

a system that uses a tabletop display with a 3D scanner to scan objects and
sends them to outdoor HMD wearing user’s viewpoint [6I]]. Gauglitz et al.
implemented an application that can infer 2D drawings made in touchscreen to
3D space of handheld AR devices [#5]. Johnson et al. directly compared HMDs
and handheld devices with users collaborating over physical tasks through
video conferencing [62].

Naturally, user interactions and how they coordinate during the collaboration
is also one of the research topics. Kirk and Fraser compared hand and pen
during collaboration in 2D settings [57]. Kim et al. also compared drawing
and pointing for collaboration and concluded drawing is easier and pointing
requires more verbal communication [63]. In “Different Interaction Types in
Augmented Reality”, Datcu et al. showed hands are not better than tangibles
while interacting with the AR [[64]]. User studies of Chastine et al. showed users
should have ability to point both virtually and physically and need reference
points [6566]. Miiller et al. investigated different reference points and found
that people prefer and perform better with virtual reference points, compared
to physical ones, while syncing their own spatial understanding with each
other [[67}[68]. Kiyokawa et al. compared different conditions to find best way
to collaborate with HMDs and according to this study most natural interaction
type is when users are facing each other and task space is between users [69].

In summary, very comprehensive work has been done on AR collaboration
topic over the years that ranges from realizing such a system to comparing it
with existing methods.
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3.2 Studierstube

Studierstube is one of the pioneer collaborative AR systems, developed between
1996 and 2008. The system itself is designed as a complete framework to develop
other AR applications; it provides not only graphical user interface APIs and
widgets that can respond to 3D events, but also multi-tasking support as well
as device driver abstractions to allow usage of different display and tracking
devices. Because of these capabilities, it’s even referred to as "Augmented
Reality operating system" by the developers [29].

In Studierstube, users wear magnetically tracked see-through HMDs to dis-
play 3D environment, but desktop and wall displays are also supported. A
magnetically tracked pen and panel interface is used for the interaction. The
pen is used as a 6DoF pointer and users can perform gestures with the pen
(e.g. drawing a circle) on the panel. Panel shows different content based on the
running application, such as buttons, sliders or 3D widgets. The system also
can display different data for different users which allows them to personalize
the interface based on their needs [27]2§]|.

Various AR applications are developed using the framework. Construct3D
is designed to help high school students during mathematics and geometry
education. Users, who wear HMDs, can create 3D shapes using the pen and
check normal lines and intersection points by using buttons in the panel [70]. In
another prototype for storyboard design, users wearing HMDs can manipulate
and relocate objects, actors and camera in a scene which is represented by a 3D
window. Another 2D projected screen is used to show view from the camera in

the scene [29].

In essence, Studierstube demonstrated that collaborative AR is technically
feasible and applicable in different contexts. Moreover, modular structure
of the developed application allowed usage of different input and display
modalities, although possible effects of these are not investigated during the
project.

3.3 Handheld or Handsfree

Devices with different input and display modalities might be used during
computer supported collaboration. Johnson et al. conducted a user study to in-
vestigate effects of using handheld or head-mounted displays on "collaborative
behaviours, perceptions and performance" during remote collaboration. In the
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Figure 3.3: Workers” environment in study of Johnson et al. .

study, participants are required to perform a construction task collaboratively
via video conferencing. One user is called the "helper" and uses a desktop
computer to instruct the worker user. The "worker" is in another room and
equipped with either a Google Nexus 7 tablet or a Google Glass. In static setting,
components to assemble are located in one table, and in dynamic one they are
distributed amongst three.

Results indicate that in the dynamic setting, participants were able to complete
tasks faster with HMD because it allowed them to use "more frequent directing
commands and more proactive assistance". On the other hand for the static
setting, helpers favored tablets over HMDs as oppose to workers. Johnson et al.
suggest this is most likely due to lack of feedback for currently captured video
in Google Glass interface. Users performed better with HMDs in general, but it
is only marginally faster in dynamic task settings [62]].

These results confirm that device type affects collaboration between users, both
for performance and perception, which raises the question if these effects also
happen during AR collaboration.
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3.4 Virtual Objects As Spatial Cues

During communication, spatial coordination is often achieved by referring
physical objects. Augmented reality allows collaborators to share virtual envi-
ronments with virtual objects, which raises some questions in referring context,
for instance would users prefer physical or virtual objects as reference points
when co-located or how is coordination affected when users are not co-located
and remotely collaborating. Miiller et al. conducted user studies to answer
these questions.

To understand spatial cues in the co-located collaborative Augmented Reality,
participants are asked to perform object identification and positioning tasks
with Project Tango tablets. In object identification task, a version of memory
card game El is used, where different symbols are attached to floating cubes
which reveal the symbol when selected. For the object positioning, dyads
are asked to position cubes based on the positions in the previous game. For
both tasks, different physical cues such as a waste paper basket and a clothes
hook and virtual cues such as a vending machine are used. Results showed
participants extensively used virtual objects as spatial cues over physical ones,
and existence of virtual objects not only positively affected their communication
behavior but also decreased user task load while improving user experience

7.

Figure 3.4: Visual objects used as spatial cues in the study of Miiller et al. as
they are displayed on the tablet display [[67].

Miiller et al. repeated the object identification task in remote settings. In this
experiment, virtual objects or "shared virtual landmark (SVL)", like potted tree

Yhttps://en.wikipedia.org/wiki/Concentration_(game)|
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and plant are used as spatial cues. Users are asked to play the game with and
without SVLs in different sessions. Results show SVLs "reduced the occurrence
of ambiguous deictic expressions which could cause conflict situations" and
"participants reported a significantly increased user experience and favored the
SVL condition" [68].

Work of Miiller et al. clearly shows collaborative AR experiences should pro-
vide virtual landmarks to prevent possible communication issues between
collaborators. On the other hand, this research does not clarify if these land-
marks are also essential for the collaboration with HMDs, since HMDs also
change users’ perception of the environment.

This chapter presented the related work. AR collaboration is a very popular
research topic and very comprehensive work has been done on this area. Work
of Johnson et al. established that different display modalities affect the collabo-
ration in remote video conference settings. On the other hand, majority of the
research about AR collaboration, even the ones that support different input and
display modalities did not investigate possible effects of these. In the following
chapter, objectives of this thesis and the questions it strives to answer to fill this
gap in the current literature are introduced.
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Chapter 4

Objective and Research
Questions

As explained in section 2.1, Augmented Reality (AR) systems are essentially a
combination of display, input and tracking subsystems. There are multiple ways
to realize these subsystems. The display device can be handheld, head-mounted
or spatial (see section 2.1.1). There are several input techniques, including
traditional techniques like the keyboard and mouse, tangible interfaces and
hand gestures (see section[2.1.2). The tracking method might be optical, sensor
based or combination of both, and these methods also have subcategories (see
section2.1.3). These variety reflects on the consumer market too and consumer
hardware and software solutions vary in many aspects (see section 2.1.4).

This variation of the consumer devices also affects the developed applications
and, inevitably, user experience. To reach the maximum audience, developers
try to support as many devices as possible for their applications. However, user
experience of the same application in different devices might vastly change.
Even a simple action, like pressing a button, has major differences in different
devices, which are illustrated and explained in Figures and 1.3 Further-
more, even for an application that works only with voice commands, device
type affects the user experience deeply; for example if an AR system assists
user with overlaying information on an engine, while user is maintaining the
engine with both hands, a head mounted display (HMD) would be much more
convenient compared to a handheld one.

Amount of work referenced in chapter 3| clearly indicates that collaborative AR
is a very popular research topic. Besides the scientific community, it is also
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Figure 4.1: How to press a button with a HoloLens. Left: User turns her head
to gaze at the button. Right: User makes an air tap gesture; raises her hand
with index finger pointing upwards, flexes her index finger down and then

backs it up again. Images are taken from https://support.microsoft.com/ and

used with permission from Microsoft.

[ ouron
L]

»

Figure 4.2: How to press a button with a tablet. Left: User gets ready to tap to
the screen. Right: User taps the button with a finger.
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Figure 4.3: How to press a button with Epson Moverio BT-300. Left: User
wears the headset and holds the touchpad. Middle: User moves the cursor
over the button using the touchpad. Right: User taps onto the touchpad.

gaining interest in consumer products; for instance ScopeARElis providing cross
platform AR applications for real-time guidance and Microsoft is promoting
HoloLens with emphasis on real-time collaboration capabilities and providing
all the necessary software frameworks to the developers

Work of Johnson et al. established that different display modalities affect the
collaboration in remote video conference settings . However, effects of
different display, input or tracking modalities to real-time collaboration in AR
environments are not thoroughly researched. In addition, Miiller et al. suggests
AR collaboration highly benefits from providing additional virtual objects in
the environment [67]], though their tests explicitly used handheld tablets and it
is not clear if HMDs would produce different results, since users experience
virtual environment in a different way with them.

Based on this background, this thesis strives to answer following research
questions through a user study:

Thttps://www.scopear. con

https://developer.microsoft.com/en-us/windows/mixed-reality/shared_ |
[experiences_in_mixed_reality]
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e Q1: How is the group coordination and performance affected by different
device types during the real-time collaboration for different tasks?

e Q2: Do users prefer virtual or real reference points for coordination while
collaborating with different device types?

This chapter outlined the motivation of this thesis and the questions it seeks to
research through a user study. The following chapter elaborates on the design
of the user study.
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Chapter 5
User Study Design

In chapter 4] the research questions this thesis aims to answer are introduced.
These questions shape the design and the implementation of the user study.
This chapter discusses the design process of the user study in detail. Section
elaborates on the requirements of the study to answer research questions.
Section [5.2| presents the ideas for the user study and low fidelity prototype
iterations of them. And finally section lists the requirements for the
Augmented Reality (AR) implementation.

5.1 User Study Requirements and Decisions

To assert that the user study corresponded with the research questions, four
requirements were derived:

1. Different device types should be used.

2. Tasks should require users to collaborate and communicate.
3. There should be at least two different identifiable tasks.

4. Task should require participants to use spatial references.

Requirements 1 and 2 were necessitated by the general theme of the topic
and requirement 3 and 4 were inferred from the research questions that were
introduced in chapter [

Besides these theoretical requirements, there were also several practical deci-
sions and concerns, which were interconnected. One method to answer the
research questions of this thesis is collecting and analyzing quantitative data,
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such as task completion times and amounts of vocal communication between
users. Compared to qualitative methods, collecting quantitative data requires
a higher number of participants. However number of potential participants
for this study was limited, therefore using a within group design would be
the most beneficial. Moreover, the duration of the user study had to be as
short as possible to minimize possible scheduling conflicts and appeal to more
volunteers. On the other hand, each task had to be repeated with all possible
devices and participant permutations due to the study’s within group design,
thus using more than two device types would not be feasible.

Current tracking technologies are often hidden from the users and have minimal
impact on the user experience. Therefore display and input modalities were
prioritized during the device selection. As a result of its highly accurate tracking
and native hand gesture support, Microsoft HoloLens was selected as the HMD
- hand gesture input device type. Initially during the concept design stage,
Google Tango had been chosen as the handheld - touch input device type since it
also provides very high accuracy tracking, but later during the implementation,
because of the technical reasons (see section[6.1)) it was switched with 10.5-inch
iPad Pro 2017.

There are no clear limitations for spatial locations of users based on the research
questions, and they could be located separately or together. However, consid-
ering requirements 2 and 4, as well as practicality, it was decided that having
a face to face setting would be more advantageous to answer the research
questions.

In summary, during this thesis a quantitative, within group user study was
designed. It followed the listed requirements and features a collaborative
real-time AR application that run on Microsoft HoloLens and iPad.

5.2 Low Fidelity Prototypes

Based on the requirements and preliminary decisions listed in section
several ideas were developed. To decide which one to implement, these ideas
were converted to low fidelity prototypes and improved or eliminated with
each iteration. This section presents these ideas and the iteration process.
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Figure 5.1: Paper prototype implementation for the Tower of Hanoi game.

5.2.1 First Iteration

During the first iteration, four different tasks were defined and examined. Two
of these ideas were eliminated but some elements from those ideas were merged
into the others during the next iteration.

Tower of Hanoi

Tower of Hanoi is a mathematical puzzle in which the player tries to move a
stack of different sized disks from one stick to another. The player can only
move one disk at a time and cannot place a disk on top of a smaller disk. For
this user study, a second player was added to this game and users were allowed
to move disks only if both of the users agree to the move. Since this game lacks
spatial references besides its own elements, it was initially planned to be used
along with "finding objects" task.

A very simple paper prototype, as displayed in Figure quickly revealed
that novelty in each repetition is very low for this game. Therefore, mainly due
to this reason, Tower of Hanoi idea was repealed.

Finding Objects

The finding objects idea was designed to test spatial reference points. In this task,
objects with different shapes are scattered randomly around the environment.
One user sees which object is randomly selected by the system and directs the
other user to collect it. On the next iteration, this idea was integrated inside the
"construction" task.
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Construction

The construction idea was mainly inspired by study of Johnson et al., where
users assembled a model via video conferencing . In this version, however,
the physical model to assemble was replaced by a 3D model. Like the original
study, only one user can see the instructions and the other user can manipulate
the objects. A simple, non-formal test with LEGO bricks showed that users
engage in verbal and gestural communication to coordinate while assembling
LEGO bricks together, therefore it was carried over to the next iteration.

Find And Move

The find and move idea is a combination of two consecutive tasks. Preliminarily,
3D models, like pyramids and spheres, are scattered inside the test environment
randomly in pairs. The position of each model appears to the users as a cube,
but the real shape is hidden as default. When a user selects a cube, the other
user can see the actual shape of the model. When both users select models
with matching shapes, the users need to move and collect the models at some
predetermined position. If the models do not match, they turn back into cubes.

To simulate different views of the same environment and see if this example
was suitable to answer the research questions, a paper prototype with color
filters was prepared. Two paper anaglyph glasses were cut in the middle, and
matching colors were combined. Several shapes were printed out in a way that
they were only distinguishable with one of the two glasses. Examples of this
can be seen in Figure

Figure 5.2: Left: Color filtered glasses and example shapes. Top-Right: When
shapes are distinguishable. Bottom-Right: When shapes are hidden.
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While these tasks require a high amount of collaboration and spatial references,
the effects of personalized views on collaborative AR are not within the scope
of this thesis. Hence, after some consideration, these tasks were replaced with a
version of study of the Miiller et al. about virtual landmarks [[p7]] in the next
iteration.

5.2.2 Second Iteration

During the second iteration, previous ideas were reshaped. Afterwards, a
semi-formal user study with low-fidelity prototypes was conducted to make
the final decision about the main user study.

The construction task was used as in the first iteration, but, additionally, the
finding objects idea was integrated as a pre-task. Before the construction itself,
users are asked to locate and collect the required 3D objects that are randomly
distributed into the test room. Find and move was redesigned as a memory cards
gameﬂ where users try to find matching symbol pairs. White 3D cubes are
scattered in the test environment. Each cube reveals a symbol when any of the
users selects the cube. A user can only select one cube, and, unlike the previous
idea, the symbol of the selected cube is visible to both users. When both users
select a cube, the displayed symbols are compared; if they match, the cubes
are removed from the game and if not, the symbols are hidden again. Once
the users have found all of the matching pairs, they are asked to reposition the
symbols to their original positions.

User Study

To determine the most suitable task to implement, a semi-formal user study
with four voluntary participants was conducted. For the construction tasks,
LEGO bricks were randomly placed in the test room and participants were
given a list of required pieces, as well as instructions to build a model, which
can be seen in Figure For the memory cards game, 10 Unicode symbols
were printed in pairs and, also, randomly placed in the test room. Users were
asked to flip papers to reveal symbols. In the second part, participants were
asked to put the papers back to their original locations. Subsequently, users
were asked about their impressions regarding the tasks and collaboration in a
small interview. The complete design of this study can be seen in appendix[A]

Yhttps://en.wikipedia.org/wiki/Concentration_(game)|
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Figure 5.3: The final model users built with the given instructions during the
construction task.

Afterwards, the spatial expressions of participants were analyzed. Each instance
of deictic speech (phrases that "can’t be fully understood with speech alone" like
"here" and "over there" [p9]), references to regions inside the room (e.g. "next
to wall", "center of the table"), other test objects and other objects inside the
room, as well as pointing gestures without speech were counted. The analysis
immediately indicated participants used nearly twice as many expressions
in the memory cards game (36 and 64 instances) than in construction task.
Participants also mentioned that communication during the construction tasks
telt more one-sided than in the matching cards game, since one user kept
giving the orders. Moreover, participants found repositioning the symbols
more cooperative and harder than the other tasks.

Although it would have been possible to modify construction task to have
more balanced communication between the users based on the feedback, the
matching cards game was selected for the main implementation, since it already
had all the required properties.

5.2.3 Requirements for the Implementation

Before the implementation of the memory cards game for the AR devices, parts
of the user study which directly concern the implementation were also designed.
The theme of the study is highly inspired from the work of Miiller et al. [[67].

The game was separated into two main tasks:
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e Object identification: White cubes are distributed in the environment
around physical and virtual objects. These cubes reveal their symbol
if selected. One user can select one cube at a time. If users select the
cubes with matching symbols, cubes are removed, if not, their symbols
are hidden again.

e Object positioning: Users are asked to place the cubes back into their
original positions.

Independent variables of the study were identified as following:

e Device type: Device type is the main research point of the study. As
the section p.1]stated, the study had been designed as within group ex-
periment, and HoloLens and a tablet were selected as the main devices.
Therefore all users were planned to complete experiment tasks using all
possible combinations of two HoloLenses and tablets.

e Physical and virtual objects in the environment: Both physical and vir-
tual objects in the test environment had major importance since reference
point usage was also investigated. These objects were held constant to
have comparable data for the reference points by different user groups.

e Positions and symbols of the cubes: Because of the within group design,
users had to complete tasks at least 5 times. Keeping positions and sym-
bols the same between all of these iterations would be prone to create
undesired learning effects. For instance users could have confused posi-
tion and symbol of a cube with an another iteration. To avoid these issues,
the cube positions were shuffled and symbol set was changed for every
repetition. On the other hand, these positions and symbol sets were held
constant between different participant groups.

Based on the research questions and the tasks, the data that was to be collected
through the application, or dependent variables, was decided as following;:

e Task completion times: For the object identification, the task completion
time is defined as the the time between the cubes being displayed and the
last matching pair being selected. For the object positioning, it is defined as
the time between the first cube pair being displayed and the last cube pair
being placed. Any significant difference between device combinations
clearly shows collaboration is effected by the device type.

o Error rate: For the object identification task, the error rate is defined as the
number of times a cube was selected with a non-matching pair after it
already has been selected once. For the object positioning the error rate is
defined as the distance of the cube from the original position. Higher error
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rates indicate that the device combination is not suitable for collaborative
work.

e Participants’ communication: The spatial expressions used by the par-
ticipants can directly answer what kind of objects people refer to more.
All verbal and gestural expressions are also directly connected with the
participants’ coordination.

In addition, users should have completed the tasks twice as a tutorial with both
devices to decrease the possible learning effects.

In summary, AR implementation should support several features to correspond
with the user study:

e Collaborative object identification and positioning tasks

Running on HoloLens and iPad

Displaying static virtual objects besides the cubes

Shuffling positions and symbols of the cubes in each iteration, including
the tutorial, but keeping them the same for different groups

Logging durations of tasks, as well as error rates

During this chapter, the design process of the user study was explained. Based
on the research questions, as well as the practical reasons, it was decided to have
a quantitative, within group user study with a collaborative AR application
that runs on Microsoft HoloLens and iPad. Several ideas were developed as
the main theme of the user study and low-fidelity prototypes were produced
to test these ideas. As a result of the testing, a version of the memory cards
game was selected. Before the implementation stage, parts of the user study
which directly concern the implementation were also designed. The game
was separated into two tasks and dependent and independent variables were
identified. Based on these, the features of the implementation were outlined.
Details of the implementation are discussed in the next chapter.
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Chapter 6
Implementation

In order to conduct the user study, an Augmented Reality (AR) application
was developed based on the requirements that outlined in section[5.2.3} This
chapter explains the implementation of this application.

Section[6.Jjoutlines the general architecture of the project, including the software
tools that were utilized during the development. The implemented application
can be separated into three main components: AR, networking, and the applica-
tion logic. Further, AR technologies that were used during this thesis and how
they work together with different devices are presented in section[6.2] Subse-
quently, section[6.3]describes the network implementation. Finally, section[6.4]
explains the implementation of tasks and how AR and networking components
are utilized to realize these tasks in a collaborative AR environment.

6.1 Overview and Development Environment

As detailed in section Unity Engine provides a developer friendly envi-
ronment for the AR application development and supports many existing
platforms and devices, including HoloLens and iOS. Because of these reasons,
Unity was selected as the main development environment.

At a preliminary stage, Google Tango was chosen as the handheld device for the
implementation. However, after the introduction of ARCore, Google officially
discontinued the Tango platform on 1 March 2018. While it would still be
technically possible to develop an application for Tango, the lack of support
from Google, Unity, and Vuforia made it overall less favorable. As a result,
10.5-inch iPad Pro 2017 was selected as the handheld device.

35



D iPad App 66 HoloLens App ‘:l Controller App
[ User Input } [ Display J [ User Input J { Display ] [ User Input } [ Display J
! t | t ! t

[ Virtual Objects } [ Virtual Objects ] [ Application Logic ]
¢ ¢ !

{ Network Communication } { Network Communication } [ Network Communication }

s 2 2 - =
[ Photon Server J

Figure 6.1: Simplified system architecture. Arrows indicate data flow
directions.

The developed application consists of three different clients, comprising client
applications for HoloLens and iOS, which users can use to complete tasks, as
well as a controller application that controls the state of the tasks that can be run
on both Windows and MacOS. These clients used Photon software development
kit (SDK) for networking and communication through a Photon self-hosted
servelﬂ In this study, the Photon server was merely used to transmit data
between clients. A general system architecture is presented in Figure 6.1}

Virtual objects were displayed at the same position on both HoloLenses and
iPads by using image markers. Image markers were detected with Vuforia on
both device types. Vuforia was also used for device tracking on iOS.

HoloLens applications can only be deployed to the device from a Windows
10 operating system with Microsoft Visual Studio. Therefore, Visual Studio
Community 2017 was used as the main code editor for the HoloLens client. A
similar limitation is also exist for iOS and MacOS; iOS applications can only be
deployed by using Xcode on MacOS. Hence, the iOS application was deployed
to iPads via Xcode 9.2 on MacOS High Sierra. However, since Xcode does
not support code editing for Unity projects, Visual Studio Code was used for
this purpose on MacOS. Since switching platforms on Unity takes too long
to be feasible in long-term development, different projects were created for
each target client and files they had to share were synchronized between these
projects.

Yhttps://www.photonengine.com/en-US/OnPremise
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6.2 Augmented Reality

The main challenge of the AR implementation was to display and move objects
relative to the real-world coordinates and not the ones generated by the devices.
Virtual objects were displayed at the same position by using image markers,
which were detected with Vuforia SDK. While moving an object, the position
was updated based on its relative position and rotation to an image marker. The
following sections explain these problems and their solutions in more detail.

6.2.1 Displaying Objects

Since HoloLens provides all the tracking information to the application itself,
there was no particular need to use additional libraries for tracking on HoloLens.
On the other hand during the implementation stage, the two main options to
realize AR on iOS were ARKit 1.0 and Vuforia 7.0. ARKit 1.0 has no image
marker detection (which was added later in version 1.5) and does not work
together with Vuforia. Moreover, the Vuforia tracking already employs ARKit
for tracking when possible (i.e. iOS 10 and below does not support ARKit), and
therefore Vuforia was used for tracking on iOS.

Both Vuforia and HoloLens set the initial location and rotation of the device as
the origin of the coordinate system when the application is started. Because of
this reason, any device that runs the same application generates a completely
different coordinate system. Furthermore, the environment information gath-
ered by these devices are also not compatible. While HoloLens creates a 3D
map of the environment, Vuforia can only detect horizontal surfaces and does
not provide any specific information about the surfaces, like their size. In order
to overcome these differences and ensure that virtual objects were displayed at
the same physical location in different devices, image markers were used. The
virtual objects were placed inside the physical environment relative to these
markers.

Vuforia tracking allows developers to add anchor points into the environment,
which are tracked more excessively. These anchors can then be added to
arbitrary points which are called mid-air anchors, or onto the detected planes,
which are called plane anchors. Since the device tracking and image markers
are independent in Vuforia 7.0, objects connected to an image marker are only
rendered while the marker is inside the camera view and detectable, which is
highly undesirable for this project. To be able to render objects at the correct
positions at all times, a mid-air anchor was initially added at the position of
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Figure 6.2: Displaying objects at the same positions. Left: View of the test room
on HoloLens. Right: View of the test room on iPad.

the image marker when it was detected, and objects were moved under that
anchor. To allow error correction, the position and rotation of the anchor was
updated every time a marker was re-detected. Further tests revealed mid-air
anchors are not reliable without the plane detection, therefore plane anchors
were used instead.

As Vuforia image markers directly support HoloLens tracking, no additional
steps were required for the HoloLens. After an image marker was detected, the
tracking of spawned objects was handled by the HoloLens, regardless of the
marker’s detection status.

6.2.2 Moving Objects

The second task of the user study required users to move objects. The problem
of non-aligned coordinate systems in different devices also existed in this
scenario, therefore only the relative position of the moving object to image
markers was synchronized between the clients.

In Unity, objects are placed inside the scenes in a tree hierarchy. Each object
consists of different components which control the object’s visualization and
behaviour. All objects must have a "Transform" component that keeps track of
the position, rotation and scale of the object. The Transform component also
tracks the local position and rotation of the object, which are relative values of
these to the parent object.

As explained in section objects were moved under the plane anchors
when an image target had detected. To display moving objects physically at the
same location on different devices, only the local position and rotation of these
objects” Transform component were shared with the other clients. Even though
the position of the moving object might shift by up to 30 cm in any direction on
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the other device, these displacements were visually hard to detect and deemed
good enough for the user study.

The accuracy of object positions during their movements decreases when the
distance between the parent and the moving object is increased, especially on
the iPad. To minimize this effect, moveable cubes in the second task were
spawned under an image marker that had been placed in the middle of the test
room. On iOS, a mid-air anchor was added to the new position of the cube to
reduce further dispositions.

6.3 Networking

Networking is the backbone of the real-time collaboration. Without networking,
it would not be possible to update all clients and display the most recent
information automatically. Following sections elaborate on the decision of the
networking library and the implementation.

6.3.1 Photon Networking

Trivial but practical reasons played major roles in selecting the networking
framework, rather than their technical capabilities. During the initial feasibility
research, Unity Networking was excluded from the potential framework list,
since it requires all clients to be compiled with the same Unity version, which
is not possible for Tango and HoloLens with Vuforia libraries. At a later stage,
when the iPad had been selected as the tablet, Unity Networking was preferred
for networking since version limitation does not apply for this device combi-
nation and it is directly integrated into Unity Editor. However, as explained
in section the overall application consists of three different projects and
Unity Networking is not designed to support this case. Although it can connect
clients from different projects, it does not run stable enough and requires lots
of workarounds. Because of these reasons, Photon Networking, which can be
run between different projects and fully supports both iOS and HoloLens, was
selected amongst available frameworks.

Photon Networking is specifically designed for multiplayer gaming. Different
clients can connect to the server and create or join rooms to start games. With
this room system, multiple games can be run simultaneously on the same
server without affecting one another. Exit Games, the developer of the Photon
Networking, offers different versions of the server. The main difference between
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these versions is where the server is running, Exit Games offers cloud solutions,
as well as self-hosted servers.

When a client is connected to a room, different objects can synchronize variables
of components and send messages to other clients. All objects with a network
connection has an owner client. Only the owner of an object can update the
variable values of that object. Different clients can request ownership of specific
objects from others.

6.3.2 Networking Implementation

The first major decision regarding the networking was the selection of the
server type. In order to avoid any internet connectivity related issues, the
self-hosted server was used in order to avoid any internet connectivity related
issues. No modifications were made on the server, and it mainly managed the
client connections and data transmissions.

The object and variables to synchronize through the different devices were
directly connected to application logic. The following information was shared
to keep all clients in sync during the game:

e Types of the connected clients (Controller, iOS, HoloLens)

Active task

Identification task: Positions and symbols of the cubes

Identification task: User selection, result of the selection

Positioning task: Owners of the cubes, ownership requests
e Positioning task: Positions of the moved cubes

The clients used Photon Networking libraries to connect to the server and com-
municate among each other. One client, named controller, took the responsibility
for managing the tasks and the other clients. It also owned all objects related to
the tasks. Clients sent user actions to the controller which then updated related
variables and sent necessary commands based on these actions. For instance, if
users selected matching cubes, clients took no action until the controller sent a
command to remove selected cubes. This ensured that all clients were display-
ing the same objects with the same status. The only exception to this was when
moving cubes during the positioning task, where clients took ownership of the
cubes from the controller and updated their positions while users were moving
them. An example network communication flow is illustrated in Figure
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Figure 6.3: An example of network communication flow. Time flows from top
to bottom.

6.4 Real-time Collaborative AR Application

The application was developed based on the requirements of the user study that
had been introduced in section[5.2.3] As previously explained in the section
the application has iOS and HoloLens implementations, as well as a controller
app. In this section, iOS and HoloLens implementations were referred to as
client, and the controller client was referred to as controller.

The application run cycle during the user study was planned as the follow-
ing: after a short initialization process where all clients are connected to the
server and the respective image markers are scanned, participants are asked
to complete the tutorial twice. Subsequently, they are asked to complete the
tasks with the all possible device combinations. The controller which also logs
the important data during the study, switches between the active tasks. The
following sections elaborate on these steps.
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6.4.1 Initialization

The initialization of the app can be subdivided into two parts: network connec-
tion and device preparation.

The network connection was performed automatically by all clients without
any user interaction. The server address and the room information was shared
by all clients and the controller. Upon connecting to the server, the controller
creates the room. Clients join to the room if it exists, or wait until it is created by
the controller.

The device preparation is differed on both devices because of the different
requirements. As explained in section the iPads need to detect a plane
tirst to have the best tracking possible. Therefore, the image marker detection
was only enabled after a plane was found. To inform the user, a short message
was displayed on-screen, as shown in Figure

The proper adjustment of the HoloLens display is often difficult for people
when they are using the device for the first time. Moreover, the individual
nature of the device makes detecting problems related to the device orientation
and helping users harder. For this purpose, the HoloLens client displayed a
frame on the borders of its field of view the first time the application started,
aiding users to arrange the glasses accordingly or explain the issues more clearly.
Furthermore, a floating button was displayed in front of users to introduce
the relevant hand gesture. Once it has been pressed, the frame that served as
an adjustment aid disappeared and enabled the image marker detection. The
frame and the button can be seen in Figure

Figure 6.4: Preparing devices for the tasks. Left: Asking users to scanning
ground first on the iPad. Right: Display frame and test button on HoloLens.

After a plane had been detected with the iPad and the button had been pressed
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by the wearer of the HoloLens, the clients were required to scan all image
markers that present inside the test room. Overall, five different image markers
were used during the study. The markers were printed on DIN-A4-sized sheets
in order to increase the detection height, enabling the participants to complete
image detection process from a comfortable distance. Figure |6.5/shows all
objects that spawned over these markers.

Figure 6.5: Virtual objects spawned over the image markers as seen on the iPad.

6.4.2 Object Identification Task

During the object identification task, participants played a matching symbols
game with 3D boxes. The implementation followed the rules and requirements
that were previously explained in section

During this task, eight pairs of white cubes were displayed to the participants.
The edge length of the cubes was set around 30cm to avoid congestion inside
the test room. For each image marker, 27 different possible cube positions were
designated as combinations of relative positions;

e Behind, center and front with 70 cm intervals, center is the marker

o Left, center and right with 70 cm intervals, center is the marker
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e Bottom, center and top with 60 cm intervals, bottom is the marker

For each image marker, four cubes were placed at one of these combinations.
For each repetition of the game, using a different device combination, the cube
positions were changed. The positions were determined manually based on the
other image markers as well as the physical objects inside the test room; they
were not randomized to avoid possible overlaps with both virtual and physical
objects. These positions were kept the same between different participant
groups. The controller app was responsible for changing the active set. An
example of the position set with symbols can be seen in Figure

!

Figure 6.6: An example of the cube positions and their assigned symbols. All
symbols are displayed here only for demonstration.

Just as with the cube positions, a different set of symbols were used for each
repetition. These symbols were required to be easily distinguishable from each
other, as well as recognizable with a single blink of an eye. The symbols were
selected amongst Unicode characters for the tutorial, and emoji for the rest, as
they meet the listed features. The symbol of each cube was pre-determined for
each repetition and assigned by the controller when the position set changes.

The cubes were selected with default selection input on both devices; tapping
on the screen at a cube position on the iPad and a tapping gesture that is
visualized in Figure on HoloLens. When a client had selected a cube, a
message containing this information was sent to the controller, which then sent
the proper response to the clients. The decision flow for the proper response to
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Figure 6.7: Decision flow chart for cube selection

the selection is illustrated in Figure

When two cubes were selected, regardless whether or not they were a matching
pair, the symbols remained visible for a second before they were hidden with an
animation. In addition, a different audio feedback was given for each response
of the controller.

6.4.3 Object Positioning Task

During the second task, the users were expected to return the cubes back to
their original positions based on their symbols. As explained in the section[6.2.2}
the location of the moving cubes were synchronized based on their relative
position to a centrally located image marker.

After the users found all matching symbol pairs, the task was manually switched
to the object positioning via the controller app. One randomly selected cube pair
was automatically displayed on a coffee table which can be seen at Figure
on left-top. Users could receive further cubes by pressing at the button on the
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table.

The cubes were selected via default selection input on both devices. When a
user had selected a cube, the client requested ownership of that cube from the
controller. When ownership was granted, the cube was moved in front of the
device with one meter distance and started to follow the device until the user
selected it again. Upon the second selection, the client gave the ownership of
the cube back to the controller. Figure 6.8 shows the visualization of the cube
movement on both devices.

Figure 6.8: Cubes follow the device while moving.

When the users had finished positioning, the distance of all cubes to their
original locations were calculated. Each cube can be located at two different
locations, but the selection of the matching position was contingent on the
location of the other cube. For instance, as illustrated in Figure 6.9} only A-B or
C-D pairs can be selected. During the study, this selection was made based on
the closest cube to the original position.

Figure 6.9: Possible selections while calculating distances of repositioned cubes
to original positions. Green rectangles represent original positions.
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To compensate accuracy issues that have been mentioned in section dis-
tance calculation was made in all active devices, and the average of these values
were used during the data analysis.

6.4.4 Logging

To use later in the evaluation, all important events during the tasks were logged,
including:

o The tasks’ start and stop time, as well as the duration of each task

Selected cubes and the actions taken during the object identification task

The number of times a cube was selected at least twice without a match
during the object identification task

Selected cubes and their new positions during the object positioning task

At the end of the positioning task, distances of the all cubes to their
original positions for each active device

The logging was done centrally by the controller, which also saved the log to a
text file for its further use.

In this chapter, the developed collaborative AR application was discussed. The
application was developed based on the user study and consisted of iOS and
HoloLens implementations, as well as a controller app. It was developed with
the Unity Engine. Vuforia SDK was used to realize tracking on iPad and Photon
Networking was used as the networking library. The biggest challenge of the
implementation was displaying different virtual objects at the same position,
which was solved by using image markers. The following chapter discusses
the evaluation process and the evaluation results.
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Chapter 7

Evaluation

To answer the research questions of this thesis, a user study was conducted. In
this chapter, the user study and the its results are presented. Section[/.T)explains
the evaluation process. Section [/.2|reports the evaluation results. Finally in
section [7.3]evaluation results and their implications on the research questions
are discussed.

7.1 User Study

As previously explained in chapter[d} this thesis strives to answer the following
research questions:

e Q1: How is the group coordination and performance affected by different
device types during the real-time collaboration for different tasks?

e Q2: Do users prefer virtual or real reference points for coordination while
collaborating with different device types?

To answer these questions, a user study was designed and conducted. The
concept of the user study, its implementation and the decisions related to it
were previously explained in section[5.2.3]and chapter 6| This section describes
the evaluation procedure.
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7.1.1 Evaluation procedure

The study used a within-group design. During the study, users were asked to
complete two collaborative tasks with using HoloLens and iPad combinations:

e Object identification: 3D Cubes with white textures were distributed
in the environment around physical and virtual objects. These cubes
revealed their symbol if selected. One user could select one cube at a time.
If users selected the cubes with matching symbols, cubes were removed,
if not, their symbols were hidden again.

e Object positioning: Users were asked to place the cubes back into their
original positions.

Order of devices to users was switched for every group to prevent order effects.
Order of devices for each four dyads is listed in Table[7.1}

Session 1 Session 2 Session 3 Session 4
Groupl ée ée & &
HoloLenses HoloLens iPad iPad HoloLens iPads
o2 PO & o &
HoloLens iPad iPad HoloLens iPads HoloLenses
Group 3 6!5 éﬂé éﬂé 6!5
iPad HoloLens iPads HoloLenses HoloLens iPad
Group 4 éﬂé 65 6!5 6!5
iPads HoloLenses HoloLens iPad iPad HoloLens

Table 7.1: The order of used device combinations during the study

To decrease the possible bias towards any device and familiarize participants
with the environment, users completed the tasks twice as a tutorial. During
the tutorial, both HoloLens and iPad were introduced, order of which was also
switched during each session. Regular sessions did not begin till participants
confirmed that they were familiar with the environment and the application.
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It is worth noting that although mental workload evaluation could have pro-
vided some important insights on effects of the device combination, it was not
included in this study due to time constraints.

After all the tasks were completed in all combinations, users filled a question-
naire about their opinions. This survey aimed to identify user preferences, as
well as their perceptions of their own performance.

7.1.2 Participants

20 participants (5 female, 15 male) between 23-63 years of age (M = 33.65, SD =
10.91) were recruited for the user study. 11 participants had previous experience
with the HoloLens, and all participants reported previous tablet usage.

7.1.3 Apparatus and Study Environment

User study was conducted at Fraunhofer Institute for Applied Information
Technology (FIT) between 6th and 25th of April 2018. Fraunhofer FIT allocated
a room with 7x4x2.65 meters physical size. Study equipment, two HoloLenses
and two iPads (10.5-inch, 2017), were also provided by the Fraunhofer FIT.

Tables and chairs, a flat screen TV, a floor lamp, Sony ERS-7 robotic dog, two
posters, a mannequin head and five image markers were presented in the room
as physical objects. Besides these, participants also referred to other physical
features of the room like windows, the floor and the door. The view of the room
without virtual objects can be seen in Figure

Besides the cubes, seven virtual objects were displayed: a coffee table with a
button, a dog, a sofa, a flower, a monitor, a table with a radio, a refrigerator.
These objects can be seen in Figure

7.1.4 Data Collection

As listed in section task completion times, as well as amount of wrongly
selected cubes for the object identification task and distances of cubes to original
positions for the object positioning task were collected through the application.

To analyze the communication behaviour, each study was video recorded
without the addition of virtual objects. Afterwards, spatial expressions and
gestures of users were counted for seven different categories:
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Figure 7.1: The view of the test room without virtual objects. Note that Sony
ERS-7 robotic dog is missing in this picture and normally located at far side of
the table at center-right.

e Deictic Speech: Phrases that "can’t be fully understood with speech alone,
like "here", "over there" and "this one" [69].

e Participant: Referring to the other participant or self, e.g. "behind you",
"at my foot".

e Region: Referring to part of the test room, e.g. "in the middle of the room",
"at that corner".

e Physical objects: Referring to physical objects, e.g. "in front of the desk",
"on the floor".

"non

e Virtual objects: Referring to virtual objects, e.g. "next to the fridge", "on
the sofa".

e Hand gestures: Pointing a location or directing an area using hands.

e HoloLens pointing: Occurs with HoloLens when it is not clear if the
user intended to point or was keeping their hand ready for the selection
gesture.
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In addition to this, participants also provided feedback through a survey.

The collected data through the application and video are presented in appendix
[Blwithout any additional comments. The questionnaire results can be seen at

tables[Z.Z1and 7.8

7.2 Evaluation Results

Overall results show different device combinations have only minor effects
on the performance and communication. The evaluation methods and results
are reported in three sections: performance, communication and questionnaire.
Results are discussed in detail later in section[7.3

It should be noted that during the study users completed tasks twice with
HoloLens - iPad combination. In this chapter rounded up averages of results
from these two iterations are used. However, results from both iterations of
HoloLens - iPad combination were also separately analyzed to ensure that they
do not produce different results from the ones presented here.

In addition, device combinations are referred to as following through the rest
of this chapter:

e HoloLens - HoloLens combination: HoloLenses
e HoloLens - iPad combination: Mixture

e iPad - iPad combination: iPads

7.2.1 Performance

User performance was defined as task completion times and error rates.

Task Completion Times

On average, users completed both tasks faster with iPads. Moreover, the number
of pairs who completed the tasks faster using iPads is higher compared to the
other combinations (Object identification = 4, object positioning = 6).

However, further analysis with Wilcoxon signed rank test showed time dif-
ference is significant only between iPads and mixture while comparing overall
completion time of both tasks. Details of the analysis are displayed in Table
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Object Identification

HoloLenses Mixture iPads HoloLenses Mixture iPads
SD 97,72 88,17 104,13 SD 3,77 5,15 4,76
]
£ 2 z
g z P K] p
Q — ..
5 Mixture vs HoloLenses 0,45 E Mixture vs HoloLenses 0,92
< . .
I Mixture vs iPads 117 Mixture vs iPads 0,17
HoloLenses vs iPads 1,27 HoloLenses vs iPads 0.89
(Completion time of object identification task in seconds) (Number of times a cube f:éfcc}tjd at least twice without a
Object Positioning
HoloLenses Mixture iPads HoloLenses Mixture iPads
o SD 71,55 88,80 104,69 SD 0,284 0,289 0,31
.2 2
g z p S z P
A 5
a2 Mixture vs HoloLenses 0,25 [E Mixture vs HoloLenses 0,15
<
a Mixture vs iPads 1,07 Mixture vs iPads 1,57
HoloLenses vs iPads 0,77 HoloLenses vs iPads 1,88
(Completion time of object positioning task in seconds) (Average distance of memory cubes to original positions)
Overall
HoloLenses Mixture iPads HoloLens iPad
~
= SD 166,96 171,35 179,64 é SD 3,12 3,98
5]
z SN =
=] =
A S z p
= Mixture vs HoloLenses 0,23 5 —
o : na T T
= Mixture vs iPads 251 é HoloLens vs iPad 1,79
HoloLenses vs iPads 1,56 z

(Number of times a cube selected at least twice without a
match for all HoloLens and iPad users)

(Completion time of both tasks together in seconds)

p-value < 0.05 is significant
p-value < 0.01 is very significant
p-value < 0.001 is extremely significant

Table 7.2: The analysis of the performance

It is worth noting that several users had issues with the selection gesture of
HoloLens and this might have affected their task completion times.

54



Error Rates

On average, users selected fewer wrong cubes during object identification and
had more accuracy for object positioning while using HoloLenses. On the other
hand, Wilcoxon signed rank test showed no significant difference for any of
these cases. Details of the analysis are displayed in Table[7.2]

7.2.2 Communication

Communication behaviour was examined under deictic speech, object refer-
ences, overall vocal expressions, gestures and other behaviour.

Deictic Speech

The Wilcoxon signed rank test revealed deictic speech is used significantly
less with iPads compared to mixture for object identification task. Also overall,
HoloLens users used significantly more deictic speech than iPad users. Details
of the analysis are displayed in Table

Object References

Spatial expression and gesture categories were previously listed in section
While evaluating referenced physical objects, both region and participant
categories were included into physical objects. Wilcoxon signed rank test
revealed that collaborators only referenced physical objects significantly more
with mixture compared to iPads during the object positioning. Wilcoxon test also
revealed there is no significant difference for referencing virtual objects for any
of the device combinations. Details of the analysis are displayed in Table

Further analysis with Wilcoxon signed rank test showed participants referenced
virtual object significantly more than physical objects for all possible combina-
tions, except with HoloLenses on object positioning task. Details of the analysis
can be seen in Figure

Overall Vocal Expressions

Total amount of spatial vocal expressions (deictic speech, referencing other
participants, regions, physical and virtual objects) used by the participants have
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Object Identification Object Positioning
HoloLenses Mixture iPads HoloLenses Mixture iPads
SD 5,67 6,58 5,53 SD 5,5 3.8 5,54
z P z P

Mixture vs HoloLenses 0,15
Mixture vs iPads 2,19

HoloLenses vs iPads 1,78

(Number of times participants used deictic speech during object

Mixture vs HoloLenses 8,44
Mixture vs iPads 0,47

HoloLenses vs iPads 1,32

(Number of times participants used deictic speech during object

identification task) positioning task)
Overall HoloLens vs iPad
HoloLenses Mixture iPads HoloLens iPad
SD 10,32 9,18 9,83 SD 20,47 14,12
z p z p

Mixture vs HoloLenses 0,45
Mixture vs iPads 1,88

HoloLenses vs iPads 1,78

(Total number of times participants used deictic speech during
both tasks)

HoloLens vs iPad 2,14

(Total number of times participants used deictic speech with
HoloLenses and iPads)

p-value < 0.05 is significant
p-value <0.01 is very significant
p-value <0.001 is extremely significant

Table 7.3: The analysis of the deictic speech
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Figure 7.2: The analysis of the object references



Object Identification

HoloLenses Mixture iPads HoloLenses Mixture iPads
3 SD 525 4,38 4,61 © SD 5,84 6,53 9,79
o Q
g 5
i% z p ‘g z P
= Mixture vs HoloLenses 0,21 % Mixture vs HoloLenses 0,89
Q
E\ Mixture vs iPads 0,77 E Mixture vs iPads 0,65
=~
HoloLenses vs iPads 0,59 HoloLenses vs iPads 0,94
(Number of times participants referenced physical objects (Number of times participants referenced virtualobjects
during object identification task) during object identification task)
Object Positioning
HoloLenses Mixture iPads HoloLenses Mixture iPads
3 SD 422 3,06 1,98 ® SD 391 5,07 4,44
g g
Qg z p Lg z p
o~
= Mixture vs HoloLenses 0,17 % Mixture vs HoloLenses 1,07
2
E» Mixture vs iPads 2,49 E Mixture vs iPads 1,89
=
HoloLenses vs iPads 1,54 HoloLenses vs iPads 1,10
(Number of times participants referenced physical objects (Number of times participants referenced virtual objects
during object positioning task) during object positioning task)
Overall
HoloLenses Mixture iPads HoloLenses Mixture iPads
3 SD 9,18 7,29 6,01 © SD 9,21 11,14 13,16
g g
: L ; v
o~
= Mixture vs HoloLenses 0,07 ,1_': Mixture vs HoloLenses 1,32
Q
2‘ Mixture vs iPads 1,73 g Mixture vs iPads 1,30
=

HoloLenses vs iPads 1,12

(Total number of times participants referenced physical
objects during both tasks)

HoloLenses vs iPads 0,56

(Total number of times participants referenced virtual
objects during both tasks)

p-value < 0.05 is significant
p-value < 0.01 is very significant
p-value < 0.001 is extremely significant

Table 7.4: The analysis of the object references
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no significant difference for object identification task, but for the object positioning,
HoloLenses used significantly more spatial expressions than iPads. For overall,
during both tasks, users used significantly more spatial expressions when the
combination included a HoloLens. HoloLens users also used more spatial
expressions than iPad users. Details of the analysis are displayed in Table[7.5

Object Identification Object Positioning
HoloLenses Mixture iPads HoloLenses Mixture iPads
SD 12,92 11,73 13,40 SD 10,77 9,13 7,28
z p z P
Mixture vs HoloLenses 0,35 Mixture vs HoloLenses 0,05
Mixture vs iPads 1,36 Mixture vs iPads 1,68
HoloLenses vs iPads 1,30 HoloLenses vs iPads 2,09
(Number of times participants used a spatial expression during (Number of times participants used a spatial expression during
object identification task) object positioning task)
Overall HoloLens vs iPad
HoloLenses Mixture iPads HoloLens iPad
SD 22,43 19,61 18,85 SD 42,73 35,26
z p z p
Mixture vs HoloLenses 0,15 HoloLens vs iPad 2,7

Mixture vs iPads 2,19 . . . .
(Total number of times participants used a spatial expression

HoloLenses vs iPads 2,24 with HoloLenses and iPads)

(Total number of times participants used a spatial expression
during both tasks)

p-value < 0.05 is significant
p-value <0.01 is very significant
p-value < 0.001 is extremely significant

Table 7.5: The analysis of the spatial vocal expressions

Gestures

Wilcoxon signed rank test clearly confirmed that participants used hand ges-
tures more often while using HoloLens. Only case that had no significant
difference is the comparison of mixture with HoloLenses in which both com-
binations already have at least one HoloLens. When usage of hand gestures
for different tasks were compared, Wilcoxon test revealed participants used
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significantly more hand gestures with HoloLenses on object identification task
(Object identification: M = 11.7, SD = 6.89, Object positioning: M = 8.4, SD = 6.22, z
=2,43, p = 0,011). Note that including "HoloLens pointing" which is explained
in section [7.1.4]to the HoloLens data does not change the results. Details of the

analysis without "HoloLens pointing" can be seen in Table /.6,

Object Identification Object Positioning
HoloLenses Mixture iPads HoloLenses Mixture iPads
Mean 11,7 9,95 3,7 Mean 8,4 8 49
SD 6,39 4,97 1,88 SD 6,22 3,38 3,31
z p z P

Mixture vs HoloLenses 0,84 0,46
Mixture vs iPads 2,65 | 0,0058
HoloLenses vs iPads 2,54 0,0058

(Number of times participants used a hand gesture during object
identification task)

Mixture vs HoloLenses 0,35 | 0,82
Mixture vs iPads 2,38 10,01

HoloLenses vs iPads 1,93 | 0,04

(Number of times participants used a hand gesture during object
positioning task)

Overall HoloLens vs iPad
HoloLenses Mixture iPads HoloLens iPad
Mean 20,1 17,95 8,6 Mean 429 21,7
SD 12,72 7,24 4,78 SD 18,77 8,55
z p z p
Mixture vs HoloLenses 0,88 | 0,42 HoloLens vs iPad 2,70 | 0,003

Mixture vs iPads 2,70 | 0,003 . . .
(Total number of times participants used a hand gesture with

HoloLenses vs iPads 2,49 | 0,009 HoloLenses and iPads)

(Total number of times participants used a hand gesture during
both tasks)

p-value < 0.05 is significant
p-value <0.01 is very significant
p-value <0.001 is extremely significant

Table 7.6: The analysis of the hand gestures

Other

Besides the listed situations, the most noteworthy behaviour of participants
was directing an iPad as a pointing gesture, usually accompanied with a deictic
expression (e.g. directing iPad to a specific position and saying "the cube is
over there"). This instance occurred in 7 out of 10 groups at least twice. Another
striking behaviour of participants was checking other participant’s iPad. This
happened in 7 out of 10 groups, total of 19 occurrences.
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In several occasions, people used their hands or feet as anchor points and asked
other user to place the memory cube exactly at that point. Multiple users also
remarked that depth perception in iPad was non-existent and field of view of
the HoloLens display was too narrow. One user checked the height of the cubes
by moving the cube inside the other virtual objects while using iPad. A common
request from the collaborators was to display where the other HoloLens user is
looking at, or at least have a feature like a laser pointer to point objects in the
virtual space. Similarly, some users complained about the lack of rulers and
guidelines.

All groups tried to develop strategies for both tasks, but they often failed to
follow them through these. For instance, several groups tried to memorize how
many cubes were around specific objects in the beginning of object identification
task, but during the object positioning, they either did not mention these or misre-
membered the locations and amounts. Two different groups used associations
for this purpose and created stories or memorable quotes based on symbols
and the environment, such as "dog is eating the octopus but octopus is trying to
escape" or "dinosaur is extinct, so it flies". Both groups had the best accuracies
for the object positioning tasks (Mgroup 6 = 0.35m, SDGroup 6 = 0-27, MGroup 5 =
0.49m, SDGroup 5 = 0.28).

In addition to these, based on the observation, majority of instances where
participants stumbled or hit objects happened while they were using iPads,
although these instances were not systematically counted.

7.2.3 Questionnaire

First section of the user survey asked users about their opinions on individual
devices. More participants reported that they perceived both digital and physi-
cal objects well with the iPad, but estimated distances easily with the HoloLens.
Full results of this section are reported in Table[7.7}

In the second section of the questionnaire, users were asked about their prefer-
ences and self-estimated performance. 12 out of 20 participants preferred the
combination of same devices more. More users reported that they believe they
performed better with iPads. All user answers are shown in Table
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iPad Questions HoloLens
1 2 3 4 S | Average Average | 1 2 3 4 5
16 4 0 0 0 1,2 Selection of cubes was easy 2,6 4 5 7 3 1
7 9 2 2 0 1,95 Moving cubes was easy 2,1 7 4 9 0 0
14 | 3 1 2 0 1,55 I was able to perceive physical objects very well 1,7 10 [ 6 4 0 0
16 | 3 1 0 0 1,25 I was able to perceive digital objects very well 2,25 5 7 7 0 1
3 5 5 3 4 3 I was able to estimate distances easily 2,2 6 8 2 4 0
oo o [o [ v | e s [ 7|2 [ o |0

Table 7.7: Questionnaire results for the individual devices section. 1 represents
"l agree", 5 represents "I do not agree".

HoloLens iPad Bothsame None of them

Which device did you like most for these tasks? 6 10 2 2
Which device was physically more comfortable? 2 13 4 1
All the None of
HoloLenses Mixture iPads same them
Which combination did you like most? 7 2 5 6 0
In your opinion, in which combination you found all
. 1 2 11 6 0
matching cubes faster?
In your opinion, in which combination you placed all
4 1 9 3 3
cubes back more accurately?
In your opinion, which combination created the best 6 2 3 4 0

collaboration?

Table 7.8: Questionnaire results for user preferences
7.3 Discussion

The results reported in section[7.2)are interpreted to answer the research ques-
tions. The first research question can be examined under performance and
group coordination categories and it is directly related to all of the collected
data. Second question is about object references and can be directly answered
using the data presented in section

7.3.1 Performance

In this study, performance is defined by task completion times and error rates,
which are presented in Table
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Results clearly show that even though users completed both tasks faster with
iPads on average, difference is not statistically significant, except in one case.
When the total duration of tasks for different device types was compared,
iPads were significantly faster than mixture. However, this relation does not
occur between mixture and HoloLenses or iPads and HoloLenses. Therefore this
result implies, usage of iPad - iPad combination is time-wise more favorable
compared to iPad - HoloLens combination, but other than that, device type has
no significant effect on task completion time.

Analysis of error rates also show device type has no major effect on the accuracy,
though on average, HoloLenses selected fewer wrong cubes during the first task
and had more positional accuracy during the second one. It is worth noting
that p-value for HoloLenses vs iPads is 0.06 for distances of memory cubes to
original positions in object positioning task, which is very close to significant
value. Interestingly, in the survey more collaborators claimed they have placed
cubes in the original positions more accurately with iPads (table [7.8), even
though more users reported they were able to estimate distances well with
HoloLens on average. This shows lack of depth perception on tablets decreases
not only accuracy, but also spatial-awareness.

7.3.2 Group Coordination

First and foremost, as displayed in Table[7.5and HoloLens induces usage
of significantly more spatial expressions and hand gestures. This might be due
to display modality of HoloLens, since it can convey 3D space better compared
to the tablet screen.

Mixture users, because of the HoloLens, used significantly more hand gestures
compared to iPads. On the other hand, total amount of spatial expressions
had no significant difference for separate tasks. However average of mixture
was always higher than iPads. Specific spatial expression categories like deictic
speech and object references are also compatible with these results.

Additionally, participants reported they were able to collaborate well with their
partner regardless of the device type. However, based on the answers of the
questionnaire, as listed in Table mixture is the least preferred combination
amongst all.
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7.3.3 Object References

As Figure[7.2)clearly laid out, participants referenced virtual objects significantly
more in all device combinations during both tasks, except HoloLenses during
object positioning. Nevertheless, average amount of virtual object references is
higher than physical objects for this case too.

7.3.4 Research Questions

In this section, answers of the research questions based on the analyzed data
are presented.

Q1: How is the group coordination and performance affected by different
device types during the real-time collaboration for different tasks?
For the group performance, results of this study shows the following:

e User performance is not affected by device type for separate tasks.

e Using iPad - HoloLens combination yields faster task completion time
compared to iPad - iPad combination, when tasks are evaluated together.

e Users estimate distances worse with iPads, compared to HoloLenses.
For the group coordination, this study suggests following results:

e Users use more hand gestures and spatial expressions when HoloLens is
involved.

e During object identification, users use more deictic speech with iPad -
HoloLens combination than iPad - iPad combination.

e While positioning objects, users refer to physical objects more with iPad -
HoloLens combination than iPad - iPad combination.

e Participants prefer using same devices together more than iPad - HoloLens
combination.

These results might be interpreted in several ways.

First of all, device type does not affect the time required to perform tasks. Even
though the average values were shorter for iPad - iPad combination during
the study, device familiarity might have also played a role here; many users
without previous HoloLens experience had problems with the selection gesture
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and lost time while repeating the gesture. Therefore difference between average
task completion times might even get shorter if the users are more familiar with
the device.

Moreover, error rates are also not majorly affected by the device type. But
average error rates on object positioning task, as well as questionnaire results and
user comments during the study show having a HoloLens in the combination
would be beneficial if physical accuracy is desired. This also alternatively
suggests that tablets need a proper user interface to convey the depth of the
environment.

As opposed to performance, group coordination is clearly affected by the device
type. Even though comparing combinations shows no serious differences,
collaborators used significantly more hand gestures and spatial expressions
when HoloLens was involved. Obviously, carrying a tablet limits the usage
of hand gestures and is therefore definitely expected. Furthermore, increase
in usage of spatial expressions might be a result of the continuous immersive
illusion created by HoloLens. On iPad, users see virtual objects through a 2D
screen. Whenever user looks away from the screen, immersion is broken, which
makes it harder to perceive objects as part of the real world. On the other hand,
despite the narrow field of view, virtual objects are visible through first person
view on HoloLens, and easier to register as part of the real environment, which
might have caused the increase.

And finally, users prefer using combinations of same devices more than the
mixture of them. For the specific devices, only slightly more users liked iPad
more, but majority of them reported iPad was physically more comfortable.

Q2: Do users prefer virtual or real reference points for coordination while
collaborating with different device types?

Results of this study show users refer to virtual objects significantly more in all
device combinations during all tasks. Only exception of this is using HoloLens
- HoloLens combination while positioning objects, though during the study
average amount of virtual object references was higher for this condition too.

This result indicates virtual objects have critical importance for collaboration
which is also consistent with the study of Miiller et al. [[67].

This chapter discussed evaluation process and the results of the evaluation.
The user study was conducted with 20 participants and their performance and
communication were analyzed. Results show that the device type does not
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have a significant effect on performance, participants use more hand gestures
and spatial expressions with the HoloLens and refer to virtual objects more
than physical objects. They also prefer using combinations of the same devices
more than a mixture of them. The following chapter summarizes and concludes
this thesis.
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Chapter 8

Conclusion and Future Work

The popularity of Augmented Reality (AR) is increasing considerably across
the consumer market due to recent developments on processing, tracking and
display technologies. These technologies have many variations, which has
caused a notable fragmentation on consumer product types.

Collaborating with AR devices is one of the trending usage areas of the AR.
Over the years, very comprehensive work has been done on AR collaboration
topic that ranges from realizing such a system to comparing it with existing
methods. However, possible effects of using different device types during the
collaboration, such as tablets and smart glasses, are only barely explored.

During this thesis, a user study was designed to investigate the effects of
device types during real-time, face to face AR collaboration on performance,
group coordination and referenced object types. A memory card game was
selected as the main theme of the study and a multiplayer AR version of it was
implemented for HoloLens and iPad.

The application was developed with Unity. On iPad, tracking was achieved
with Vuforia software development kit (SDK). The main challenge of the im-
plementation was displaying objects at the exact physical positions since both
devices generate individual coordinate systems. This was solved by using im-
age markers. Image markers were detected with Vuforia SDK on both devices.
Photon Networking was used as the networking library.

The user study was conducted with 20 volunteers. During the study, task
completion times and error rates were logged. Sessions were video recorded
and afterwards the individual participant’s usage of spatial expressions as well
as hand gestures were counted. Users also filled a questionnaire about their
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opinions.

Results indicate that the device type does not have a significant effect on per-
formance. However, if physical accuracy is required, using a HoloLens in
combination is beneficial. Collaborators use more hand gestures and spatial ex-
pressions with the HoloLens, which suggests virtual objects are perceived as a
part of the physical environment more with head-mounted displays compared
to handheld ones. Furthermore, data clearly shows users refer to virtual objects
more than physical objects. And finally, during the study, users preferred using
combinations of the same devices more than a mixture of them.

8.1 Future Work

While this study laid out the effects of different device types on AR collabora-
tion, it also raises several questions for potential future work. First of all, effects
of different device types on remote AR collaboration is still an open question.
Especially the high usage of hand gestures and spatial expressions by HoloLens
users implies that there might be significant performance effects during the
remote collaboration. Secondly, mental workload of using different devices
was not measured during this thesis and is yet to be explored. Moreover, it
could be beneficial to repeat the presented user study with more participants
and between-groups design. And finally, the number of device types used
during this study was limited. How other input and display modalities, such
as speech input and projector displays, affect collaboration are still required to
be investigated.
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Appendix A

Low Fidelity Study Design



Comparing Different
Collaboration Scenarios

Problem

For the master thesis “Real-Time Augmented Reality Collaboration with Different Device Types”, a
user study will be conducted. The study will require dyads and the majority of the potential
participants can’t spare more than an hour for the study. Moreover, due to the limited number of
potential participants, within-group design will be used and participants will switch 2 devices in all
4 different combinations, which limits the each variant with maximum 15 minutes. When the
introduction, switching devices, survey and practice time included, each session will obviously
have much less time. Therefore, it makes most sense to implement one test scenario that can
answer research questions of the master thesis, instead of going through different ones. This user
study is conducted to decide on which scenario to implement for the later user study.

Study Design

The master thesis has following research questions:

* How is the group coordination and performance affected by different device types during the

real-time collaboration for different tasks?

« Do users prefer virtual or real reference points for coordination while collaborating with different
device types?

Based on these questions, requirements for the main study are derived as:
1. Tasks should force users to collaborate and communicate.

2. Multiple device types should be used.

3. User study must have at least 2 different identifiable tasks.

4. Task should require participants to use spatial references.

Based on these requirements, two different scenarios are formed. To decide the most suitable
one, low-fidelity prototypes of these scenarios are created. Since the 2nd question is the main
topic of the later user study, it is ignored during this study.

Scenario 1: Construction

In this scenario, the users will build a simple model with using lego bricks.

Steps

1. Set of lego pieces will be scattered over different tables. The pieces will be located around the
distinctive non-lego objects.

2. One user, “instructor”, will be given list of required pieces and not be allowed to touch lego

pieces.

The instructor will direct the other user, “worker”, to collect the required pieces.

When the worker selects a piece, asks instructor to confirm if that is indeed the correct piece.

When all pieces are collected, the instructor will be given set of instructions that show how

lego pieces should be attached.

The instructor will tell the worker what to do for each step till the model is completed.

o ko

Scenario 2: Matching Cards Game
In this scenario, users will play a version of matching cards game. This study is highly inspired by
Modller et al. [1]. The pair of symbols will be printed on paper.

Steps
1. The symbols will be scattered over different tables. Empty sides of the papers will be visible
and they will be located around the distinctive objects.

1



Users will decide who should select a paper, then the selected user will flip a random paper.
The second user will flip another random paper. If the symbols match, papers will be removed.
If not, they will be turned back.

Steps 2-3 will be repeated until all symbol pairs are found.

Afterwards, users will be given a random symbol and asked to put papers back to the original
positions.

Step 5 is repeated till all symbols will be re-located.

o ok wb

Interview

After the tasks are completed, a semi-structured interview with the participants will be done.

Following questions will be asked:

* In your opinion, which of the tasks was the hardest?

+ Did any of the tasks confuse you?

+ Is there anything you’d change to improve completion time and accuracy in these scenarios?

* In which scenario you thought you have collaborated more? In your opinion, on which one
would you perform better alone?

Research Questions

This study aims to compare collaborative aspects of two different scenarios. AR implementation
will have some differences, for instance, during the first scenario, user will assemble a model with
using a tablet or a headset, instead of using their hands directly or second scenario will use
floating boxes instead of papers. That being said, the main aspects of these scenarios are similar
in both the low-fidelity and AR versions. Results from this study will guide the design of the
implementation.

Following questions will be answered based on the user study;

1. Is there any significant difference between the amount of verbal and non-verbal
communication during different scenarios?

2. Is there any significant difference between the amount of verbal and non-verbal spatial
expressions during different scenarios?

3. Does any of the scenarios take significantly longer to complete compared to another?

4. Do users think any of these scenarios required more collaboration?

To answer first two questions, user study will be video recorded and user behaviour, including
verbal communication and physical gestures, will be analyzed. 3rd question will be answered with
measuring task competition times. Answers of the interview will clarify the 4th question.

Hypotheses

1. Amount of total communication is expected to be same for both scenarios.

2. Second scenario have more spatial expressions, mainly because of the step 5.
3. Second scenario takes longer to finish.

4. Users think first scenario requires more collaboration.

Participants

Participants will be IT professionals who are familiar with the AR and collaboration.

References
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Additional Notes
Matching Cards Game

Symbols used for the matching game: o & @ ¥ € % ® & o<}
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Collected Data
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